Committee-based permissionless blockchain approaches overcome single leader consensus protocols’ scalability issues by partitioning the outstanding transaction set into shards and selecting multiple committees to process these transactions in parallel. However, by design, shard-based blockchain solutions are vulnerable to Sybil attacks. An adversary with enough computational/hash power can easily manipulate the consensus protocol by generating multiple valid node identifiers/IDs (i.e., multiple Sybil committee members). Despite the straightforward nature of these attacks, they have not been systematically investigated. This paper fills this research gap by analyzing Sybil attacks in shard-based consensus of PoW blockchain systems. Specifically, we provide a detailed analysis for Elastico, one of the prominent shard-based blockchain models. We show that the PoW technique used for ID generation in the initial phase of such protocols is vulnerable to Sybil attacks when an adversary (could be a group of colluding nodes) possesses enough hash power. We analytically derive conditions for two different Sybil attacks and perform numerical simulations to validate our theoretical results under various parameters. Further, we utilize the BlockSim simulator to validate our mathematical computation and results confirm the correctness of the analysis.
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1 INTRODUCTION

A blockchain is an append-only and immutable distributed database or ledger that records a time-sequenced history of transactions. One key aspect of the blockchain protocol is the consensus algorithm which enables agreement among a network of nodes or processors on the current state of the ledger, assuming that some of them could be malicious or faulty. Blockchain protocols are classified as permissioned or permissionless depending on whether a trusted infrastructure to establish verifiable identities for nodes is present or not. One of the first, and still popular, permissionless blockchain protocols is Bitcoin [1]. Consensus in Bitcoin is achieved by selecting a leader node once every 10 minutes (an epoch) on an average, who then gets the right to append a new block onto the blockchain. The network then implicitly accepts this block by building on top of it in the next epoch or by rejecting it by building on another block. Bitcoin uses a Proof-of-Work (PoW) mechanism to select the leader in each epoch. In Bitcoin’s PoW, each node independently attempts to solve a hash puzzle, and the one that succeeds is chosen as a leader who gets the right to propose the next block. As PoW involves significant computation, Bitcoin’s protocol includes a reward mechanism for the winning node to incentivize everyone to behave honestly. Ever since the introduction of Bitcoin, the power of permissionless blockchain technology has been harnessed to create systems that can host and execute distributed contracts (i.e., smart contracts), which have found many exciting applications, including cryptocurrencies, secure data sharing, and digital copyright management to name a few [2].

Other than the extreme energy requirements of Bitcoin, which is at least three orders of magnitude higher than the highest-consuming Proof-of-Stake (PoS) systems [3, 4], a significant shortcoming of Bitcoin’s leader and PoW competition-based consensus protocol is its low transaction throughput and poor network scalability. For instance, Bitcoin’s and Ethereum’s transaction rates are only 7 and 20 transactions per second, respectively, which is not sufficient for practical applications [5]. Although there have been several efforts towards improving the Bitcoin protocol itself, for instance, BIP [6] and Bitcoin-NG [7], other works have focused on developing alternate high throughput and scalable permissionless blockchain protocols. One key outcome in this line of research is committee or shard-based protocols [8–10] that operate by periodically partitioning the network of nodes into smaller non-overlapping committees, each of which processes a disjoint set of transactions (also called a shard) in parallel with other committees. As each committee is reasonably small, the transaction throughput and scalability can be significantly improved by running a classical Byzantine consensus protocol such as PBFT [11] within each committee (and in parallel across all committees) rather than the traditional PoW based competition used in Bitcoin. The idea of parallelizing the tasks of transaction processing and consensus by partitioning the processor network into committees is very promising and is already seeing deployment [12]. Recent advancements in Layer 2 (L2) blockchains have also introduced solutions that combine increased throughput with established Layer 1 (L1) trust anchors [13, 14]. For example, L2 rollups like Optimistic Rollups and ZK-Rollups compress L2 transactions onto the L1 chain, leveraging its security for scalability. Sidechains enable independent blockchains to interact with the L1 chain, offloading transactions for higher throughput. State channels facilitate off-chain transactions while anchoring the final state on the L1 chain. These developments in L2 blockchains aim to improve scalability while maintaining the trust and security provided by L1 blockchains.

Committee participation in popular shard-based protocols such as Elastico [8] happen by nodes generating verifiable IDs using some pre-defined PoW puzzle at the beginning of each epoch. Only nodes that can generate valid IDs can participate in the consensus process in that epoch. However, it should be easy to see that the ID generation process quickly lends itself to a Sybil attack. An adversary (often a valid nodes in the network) can leverage its computational or hash-power to generate many Sybil IDs and increase its participation within the shards. Through the generated Sybil IDs, the adversary can compromise the intra-committee consensus
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Fig. 1. Basic block diagram of sharding based blockchain protocols.

protocol to either prevent new transaction blocks from being added or to add fake transactions to the blockchain. Existing shard-based protocols assume that all nodes have the same hash-power, and thus the PoW based ID generation mechanism with an appropriate difficulty is not prone to such Sybil attacks. This assumption about the uniformity of hash-power across nodes generally does not hold, making such Sybil attacks feasible. Despite this, there has been a minimal effort within the research community to analyze and combat the threat of Sybil attacks in shard-based blockchains. In this paper, we attempt to address this research gap.

Specifically, we investigate two distinct forms of Sybil attacks within sharded blockchains that leverage the PoW-based ID generation method: (i) *Break Consensus Protocol (or BCP) attack* where the goal of the adversary is to disrupt the consensus process and (ii) *Generate Fake Transaction (or GFT) attack* where the goal of the adversary is to introduce fake or invalid transactions into the blockchain. It is worth mentioning that we consider the “Front-loaded” PoW in this work, where a significant amount of computational work is performed before the blockchain is launched. This precomputed work is stored in the genesis block, making mining faster and easier when the blockchain becomes operational. However, it also presents an opportunity for potential attackers to accumulate a significant portion of the precomputed work and create numerous Sybil IDs. In the rest of the paper, we will refer to “Front-loaded” PoW by just PoW. By assuming a good network and adversary model, we first derive bounds on the success probability of these attacks and then theoretically analyze the necessary conditions to achieve success in these attacks. We further validate our analytical results using numerical simulations for various system and network parameters. These analytical results and simulations shed further light on the computational or hash-power requirement for to compromise a shard-based consensus protocol and the choice of system and network parameters that can significantly reduce the probability of such attacks.

The remainder of this paper is structured as follows. In Section 2, we introduce our system model for a Sybil attack to shard-based blockchain. In section 3, we present our analytical results for the probability of a successful Sybil attack. Section 4 presents the simulation results, following by related work and conclusions in Section 5 and Section 6.

2 TECHNICAL BACKGROUND

In this section, we outline the operational details of shard-based permissionless blockchain systems. Then, we discuss how Sybil attacks can be launched in such blockchain systems.

2.1 Abstract Shard-Based Blockchain Model

In general, the operation of any shard-based permissionless blockchain protocol can be fully represented by means of four sequential steps, as outlined in Figure 1. These steps are executed in each time period or epoch. In step 1, nodes participate in the initial pool by a PoW defined mechanism. Then, in step 2, system-defined required number of nodes, that have passed the step 1, are selected with protocol-defined randomness to participate in the third step. Later, in step 3, selected nodes in the initial pool are distributed among the shards following a protocol-specific deterministic way. Finally, in step 4, the transactions are verified and added to blocks. The blocks are then appended to the ledger of the shard, forming the blockchain. The Fork handling in shard-based protocols can also be abstracted since it involves similar techniques for managing conflicts and divergences in the
blockchain’s history within the multiple shards. To handle forks in shard-based protocols, various approaches are utilized, including deterministic or probabilistic methods to select a single canonical chain among conflicting branches, mechanisms for shard coordination to achieve consistency, and cross-shard communication protocols to reconcile divergent states [15]. In the following sections, we will describe some of the prominent shard-based blockchain protocols, namely Elastico [8], RapidChain [16], Omniledger [9], and Monoxide [17], in details, with respect to the basic steps. We will conclude each of the sections by briefly discussing the protocols’ vulnerability to Sybil attack.

2.1.1 Elastico. The basic operation of Elastico is represented in Figure 2, which can be described by four sequential steps. In step 1, all nodes generate their IDs using a PoW defined mechanism. Then, in step 2, IDs and transactions will be distributed among shards, given the generated IDs. There exist $2^s$ shards, where $s$ is a network-defined parameter. Each shard comprises of up to $c$ IDs. Later, in step 3, each shard runs a PBFT consensus mechanism to make sure the assigned transactions set is validated. At least $\tau = c \times 2/3$ member nodes have to agree on the decision (transaction validation) of each shard. Finally in step 4, the final committee (established based on the consensus from the whole network) merges the agreed transactions of shards and creates a final block. The PoW based node ID generation process of Elastico makes it vulnerable to Sybil attack, as an adversary with enough hashing power can create numerous IDs.

2.1.2 Omniledger. The Omniledger process can be summarized in four steps. In step 1, all participating nodes get valid IDs through an identity blockchain using the proof of Work (PoW) mechanism. Step 2 executes a Secure Distributed Randomness Generation called RandHound at the start of an epoch to randomly assign a specified threshold of validators (or consensus group members) to new shards and assign new validators, registered from the identity blockchain in the first epoch. In step 3, clients maintain consistency of their cross-shard transactions using Atomix (protocol for atomically processing transactions); simultaneously, validators ensure consistency of the shards’ ledgers via ByzCoinX (the consensus protocol used) in step 4 [9]. If the private key used in the Verifiable Random Function (VRF) of Omniledger is compromised, it can allow an adversary to predict the VRF output and control the leader selection process. This vulnerability can lead to the adversary controlling up to 25% of the network’s nodes and potentially escalating into a Sybil attack. With such control, the adversary can disrupt
consensus, manipulate transactions, and compromise the security and integrity of the blockchain. Protecting the private key and implementing additional security measures are crucial to mitigate these risks, such as secure key management practices and employing alternative consensus and validation mechanisms.

2.1.3 Monoxide. Here, the system is divided into $s$ shards (zones) and each zone has $c$ nodes or miners [17]. In step 1, the system is divided into consensus zones or shards. Each zone constitutes a single chain system on its own. The number of zones or shards is a power of 2 (i.e., $c = 2^k$, where $k$ is called the sharding scale). In step 2, the nodes are assigned to the zones. The ID is assigned to a zone using the first $k$ bits of the ID. This is also the hash value of its public key. The mining power of miners is evenly diluted across all the zones in step 3. In step 4, miners validate transactions using the in-zone consensus mechanism. The vulnerability of Monoxide, arises from the possibility of colluding nodes manipulating their public keys to generate hashed IDs that place them within the same consensus zone. This vulnerability makes Monoxide susceptible to Sybil attacks, as the colluding nodes can concentrate their influence and potentially manipulate the transactions and consensus process within that zone, undermining the security and integrity of the protocol.

2.1.4 Rapid Chain. The primary operation of RapidChain can be abstracted by four sequential steps. Here, a peer-to-peer network is considered with $n$ nodes, all of which establish IDs by solving computationally-hard puzzle (PoW) in step 1. All participants are assumed to have equivalent computational resources. A synchronous gossip protocol guarantees a message sent by an honest node (authenticated with the sender’s private key) will be delivered to all honest nodes within a known fixed time, but order is not preserved. In the step 2, a reference committee is formed of size $O(\log n)$, by the initially formed root committee of size $O(\sqrt{n})$. Later, in step 3, a randomized committee-election protocol takes place (first epoch) allowing participants to agree on a committee of $m = O(\log n)$ nodes in a constant number of rounds. Less than one-third nodes are assumed to be controlled by adversary.

Committee-election protocol samples a committee from all nodes to bound a fraction of corrupt nodes by half with high probability. The referenced committee generates a fresh random string (epoch randomness) at the beginning of every epoch to ensure that it is used to allow new nodes to join the system in every epoch and re-organize the existing committees to prevent adversarial take-over after nodes join and leave the system at the beginning of every epoch. Figure 3 shows the consecutive steps leading up to shard-committees. In step 4, the agreement for transaction validation within committee is achieved by gossiping protocol and synchronous consensus protocol. Every committee member maintains a disjoint transaction ledger (for a shard) as a blockchain. The vulnerability of RapidChain to a Sybil attack is rooted in its PoW-based solution requirement (similar to Elastico), as an adversary with sufficient hashing power can join the protocol with multiple nodes, enabling them to manipulate the consensus process and compromise the security of the network.

2.2 Shard-based Network Model

In this section, we primarily discuss about the Elastico system model, as the network model that we consider in this work and later define the threat model based on it. We leave out the detailed analytical model for the rest of the shard-based blockchain models for our future work.

We assume that the blockchain network comprises $N$ nodes or processors. The hashing powers of the nodes (both honest and attacker nodes) are uniformly distributed within a specific range $[H_x, H_y]$, where $H_y - H_x \leq Q$. Shard-based consensus models in the literature [8, 9] often assume that all nodes have the same hash-power. In such cases, $Q$ will be small, close to zero. Although $H_x$ could be too small to create an ID, the upper bound $H_y$
extends to an amount of hashing power that enables a node to create multiple IDs. We assume an honest node with maximum capacity will create only one ID. However, a dishonest node can exploit its high computational power to generate multiple IDs (i.e., Sybil IDs) but is limited in its computational capacity. The hash power, which specifies the number of hash computations that can be performed by a node per second, is denoted by \( h \).

To elucidate the presentation, Table 1 summarizes the symbols (and their meanings) used throughout the paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>Number of nodes in the network</td>
</tr>
<tr>
<td>( N^* )</td>
<td>Total required IDs at each epoch (( N^* &lt; N ))</td>
</tr>
<tr>
<td>( M )</td>
<td>Number of IDs generated by the adversary</td>
</tr>
<tr>
<td>( n )</td>
<td>Number of selected Sybil IDs from the ID pool</td>
</tr>
<tr>
<td>( t_i )</td>
<td>The time of epoch ( i )</td>
</tr>
<tr>
<td>( L )</td>
<td>The length of output of secure hash function (bit)</td>
</tr>
<tr>
<td>( L_{t_i} )</td>
<td>The length of target value (bit) at epoch ( t_i )</td>
</tr>
<tr>
<td>( c )</td>
<td>Capacity of each shard</td>
</tr>
<tr>
<td>( h )</td>
<td>Hash-power of each processor</td>
</tr>
<tr>
<td>( s )</td>
<td>Represent the number of shards (( 2^s ))</td>
</tr>
<tr>
<td>( T_I )</td>
<td>Initialization time needed for ID generations</td>
</tr>
<tr>
<td>( \tau )</td>
<td>Consensus threshold</td>
</tr>
<tr>
<td>( x )</td>
<td>Number of chosen adversary’s IDs</td>
</tr>
<tr>
<td>( Dif(t_i) )</td>
<td>Difficulty of solving PoW puzzle at epoch ( t_i )</td>
</tr>
<tr>
<td>( p(t_i) )</td>
<td>The probability of finding a correct ID at epoch ( t_i )</td>
</tr>
</tbody>
</table>

Like any permissionless system, nodes in Elastico do not have any predefined identity assigned by a trusted third party. In the first step of Elastico, as shown in Figure 2, each node attempts to generate a verifiable and pseudorandom ID, enabling it to participate in the rest of the steps in that time period or epoch. The nodes use the solution of a Proof-of-Work (PoW) puzzle with a network-determined difficulty to decide if they have arrived at a valid ID. Let \( Hash() \) be the hash function employed by a node in the blockchain network and let \( IP \) and \( PK \) denote a node’s network address and public key, respectively. A publicly-known pseudorandom string \( epochRandomness \), generated at the end of the previous epoch of the protocol (to avoid puzzle pre-computation), is used as a seed for the PoW puzzle. Each node in the first step of the protocol attempts to solve the PoW puzzle by finding a nonce such that \( Hash(epochRandomness||IP||PK||nonce) \) is smaller than some network-determined target value. The target value which determines the difficulty of the PoW puzzle is adapted by the network during each epoch based on the network-wide hash-power. Let’s denote the target by \( 2^{L_{t_i}} \) bits, where \( L \) is the size of the message digest (in terms of bits) and \( t_i \) is the corresponding time epoch. In other words, a valid ID value during epoch \( t_i \) must be smaller than \( 2^{L_{t_i}} \) and a node successful in generating such a valid ID assumes it as its own ID during the later steps of the protocol. It should be noted that all nodes must generate their ID during a given initialization time \( T_I \), defined by the protocol. If they cannot solve the puzzle within this time, they will not possess a valid ID to join the rest of the network and participate in the protocol. It should be clear that nodes with a higher hash-power have a higher probability of solving the ID generation PoW puzzle, and thus participating in the protocol, compared to nodes with lower hash-power.

After ID generation, in step 2 the generated node IDs and distributed transactions (which may contain both valid and fake/invalid transactions) are randomly distributed (or partitioned) into different shards or committees for validation. In Elastico, there exist a total of \( 2^s \) shards, where \( s \) is a network-defined parameter. Each node will be placed in a shard according to the last \( s \) bits of its ID. If the capacity of each shard is denoted by \( c \), then it is clear that the minimum number of valid IDs required to execute a single epoch (all steps) of Elastico is \( N^* = 2^s \times c \). The processors discover IDs of other processors in their shard by communicating with each other.

In the third step, processors of each shard simultaneously validate the transaction set assigned to that shard and agree on a consensus transaction set (within that shard) using the PBFT algorithm [11] [18]. Let \( \tau \) denote the consensus threshold for each shard, i.e., if at least \( \tau \) processors in a shard agree on a transaction set, then consensus within the shard is successful and the consensus transaction set is added to the shard’s output. In other
words, the consensus protocol within a shard successfully outputs a valid consensus transaction set even if $c - \tau$ nodes within the shard do not cooperate and/or behave maliciously. In Figure 2, we see this case in Shards 2 and $n - 1$. Post the intra-shard consensus, the leader node within each shard sends the signed value of the consensus transaction set, along with the signatures of the contributing shard nodes, to a final consensus committee (step 4). The final committee of processors, chosen based on their ID, merges the consensus transaction sets from each shard to create a final block which is eventually appended to the blockchain. Each final committee member first validates that the values (consensus transaction sets) received from each shard is signed by at least $c/2 + 1$ members of the shard, and then computes the ordered set union of all inputs. Finally, nodes of the final committee execute PBFT to determine the consensus final block, which is signed and gets appended as the next block to the blockchain.

2.3 Threat Model

We assume that the adversary ($A$) in this setup has enough hash-power to generate more than one IDs (during step 1, as outlined above) and attempts to launch a Sybil attack to disrupt the operation of the shard-based consensus protocol. Before outlining the specific Sybil attacks that could be carried out by the adversary, let us first characterize the difficulty of an adversary in generating Sybil nodes. As outlined earlier, each node or processor uses the solution of a PoW puzzle as an ID such that in epoch $t_i$ the selected ID must be smaller than some network-arranged target value $2^{L_{t_i}}$. Let $\text{MaxTarget}$ denote the maximum possible value of the target. As $\text{MaxTarget}$ is observed in the first epoch, $\text{MaxTarget} = 2^{L_{t_1}}$ (e.g., in Bitcoin $\text{MaxTarget} = 2^{224}$ [19]). Given $\text{MaxTarget}$, we define the difficulty of solving a PoW puzzle in epoch $t_i$ as:

$$Dif(t_i) = \frac{\text{MaxTarget}}{2^{L_{t_i}}}$$ (1)

It is easy to see that, as the target value $2^{L_{t_i}}$ during a particular time epoch $t_i$ reduces, the PoW puzzle for ID computation becomes harder to solve for the nodes or processors, which is indicated by a higher difficulty value $Dif(t_i)$. Now, the probability of finding a valid ID during epoch $t_i$ is given by:

$$p(t_i) = \frac{2^{L_{t_i}}}{2^L}$$ (2)

where $2^L$ denotes the message digest space of the hash function $\text{Hash()}$ using the PoW puzzle. Given Equation 1, $p(t_i)$ can be rewritten as:

$$p(t_i) = \frac{Dif(t_i)}{2^L} = \frac{2^{L_{t_i}}}{Dif(t_i) \times 2^L}$$ (3)

Equation (3) represents the formal relationship between the difficulty of finding a valid PoW puzzle solution (i.e., ID in this case) and the success probability of solving the puzzle during epoch $t_i$. Now, let us assume that the adversary $\mathcal{A}$’s hash-power (or hash computation capability) is $h^A$. In other words, during the initialization period $T_I$ (step 1) of an epoch $t_i$, $\mathcal{A}$ can generate a maximum of $h^A \times T_I$ potential solutions (or message digests), of which only those that are smaller than $2^{L_{t_i}}$ (target value during $t_i$) can be used as valid IDs. Let’s further assume that $\mathcal{A}$ can find $M$ valid solutions or IDs (i.e., those that satisfy the puzzle or are within the target value) during $T_I$. Thus, $M$ can be calculated by:

$$M = p(t_i) \times h^A \times T_I$$ (4)

Substituting for $p(t_i)$ from Equation 3 we get:

$$M = \frac{2^{L_{t_i}}}{Dif(t_i) \times 2^L} \times h^A \times T_I$$ (5)
Table 2. Differentiating the BCP and GFT attacks.

<table>
<thead>
<tr>
<th>Distinction</th>
<th>BCP Attack</th>
<th>GFT Attack</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procedure</td>
<td>Adversary breaks the intra-shard consensus protocol in a shard.</td>
<td>Adversary aims to control and manipulate the intra-shard consensus process in a shard.</td>
</tr>
<tr>
<td>Requirement</td>
<td>Adversary needs to generate more than (c - \tau) valid IDs in a (target) shard.</td>
<td>Adversary needs to add at least (\tau) valid IDs in a (target) shard.</td>
</tr>
<tr>
<td>Goal</td>
<td>Preventing insertion of some transactions into blockchain blocks.</td>
<td>Include fake (including, double spending or invalid) transactions in the blockchain blocks.</td>
</tr>
</tbody>
</table>

Now, a PoW puzzle based identity or ID generation mechanism is said to be strictly Sybil-resistant if and only if the value of \(M\) in the mechanism can be restricted to less than 2. In other words, for the above PoW puzzle based identity or ID generation mechanism in Elastico to be strictly Sybil-resistant, the solution difficulty \(\text{Dif}(\cdot)\) and initialization time \(T_I\) should be such that for a given adversary hash-power \(h^A\), \(L\), and \(L^H\), \(M\) is always smaller than 2, i.e., \(\mathcal{A}\) should be able to generate at most one ID during \(T_I\). In this paper, we assume that the shard-based blockchain protocol’s PoW-based identity generation mechanism is not strictly Sybil-resistant and that the adversary’s hash-power is large enough to generate two or more than IDs (i.e., \(M \geq 2\)) during the initialization phase (step 1) of any epoch. The adversary then employs these numerous valid IDs for placing itself in multiple shards in order to carry out different types Sybil attacks (as described below), the goal of which is to subvert the correct operation of the blockchain protocol. In contrast to the adversary, we assume that each honest node in the network generates only a single valid ID during \(T_I\) in each epoch. Now, let’s describe in further details the two different types of Sybil attacks that can be carried out by the adversary. The exact distinctions between the two different types of Sybil attacks are presented in Table 2.

1. **Break Consensus Protocol (BCP) Attack**: In order to accomplish the BCP attack, the goal of which is to disrupt the shard-based consensus process, the adversary will need to generate more than \(c - \tau\) valid IDs in a (target) shard. This threshold of valid IDs will enable the adversary to break the intra-shard consensus protocol in that shard, thereby preventing insertion of some transactions (specifically, from the target shard) into the blockchain. An instance of the BCP attack is depicted in Figure 2, where the adversary successfully inserts more than \(c - \tau\) Sybil IDs in Shard 1.

2. **Generate Fake Transaction (GFT) Attack**: In order to accomplish the GFT attack, the goal of which is to include fake (including, double spending or invalid) transactions in the blockchain blocks by taking over the consensus process, the adversary will need to add at least \(\tau\) valid IDs in a (target) shard. By doing so, the adversary aims to control and manipulate the consensus process (i.e., the PBFT algorithm) using his Sybil IDs so that intra-shard consensus could be arrived on a desired set of fake transactions, which eventually get inserted into the blockchain block after final consensus. Figure 2 illustrates the GFT attack on shard \(k\).

2.4 Cost of Sybil ID Generation

Given the above threat model, we next study the feasibility (from a cost perspective) of an adversary in generating the Sybil IDs required for the above attacks. For the current difficulty of the PoW puzzle, let \(H_R\) be the average number of hashes required to solve the PoW-puzzle for one ID generation. As outlined before, \(h^A\) represents the hash capacity of the adversary in terms of the number of hashes that can be performed per second. In order to successfully execute the BCP and GFT attacks described above, \(h^A\) should be high enough, i.e., the adversary should be able to generate sufficient Sybil IDs within the initialization period \((T_I)\) to successfully carry out the attacks. Higher the hash-power \(h^A\), the more Sybil IDs can be generated within \(T_I\) and thus greater is the probability of successful BCP and GFT attacks. Similarly, let \(h^H\) be a random variable that represents the hash-power or capability of the honest nodes in the network. We assume that \(h^H\) follows a Normal distribution.
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• With mean $\frac{H_R}{T_I}$. In other words, we set the mean value to be the exact amount of hash-power needed to generate a single ID within $T_I$ and the standard deviation is set to be 30% of the mean value. Our goal here is to quantify the hash-power, and the related cost, needed by the adversary to have a certain amount of IDs in the shards. In order to accomplish this goal, we performed the numerical simulations with Python language utilizing Jupyter Notebook from the Anaconda distribution. The simulations were performed on a computer with an 11th Gen Intel(R) Core(TM) i7-1195G7 @2.90GHz processor and 16 GB of memory. In the simulation, we set $c = 5$, $T_I = 5$, and $N = 150$. Figure 4(a) shows the result of our simulation, where we set the adversary hash power ($h_A$) to 50k, 100k, 160k, 240k, 320k and 400k hashes/sec. For each instance we have ran 10 iterations and average out the results to obtain a more stable and representative result. The results show that the number of distributed IDs is approximately a linear function of the adversary’s hash-power.

Now for the computational power cost calculation let’s assume that it takes one chip and one unit of electricity to produce one unit of computational power. Thus, the per-block cost ($c$) of one unit of computational power, including both variable costs such as electricity and a rental cost for capital equipment, can be computed as $c = rC + e$, where $C$ is the cost of a chip, $r$ is the per-block cost of capital (including depreciation) and $e$ is the per-block cost of one unit of electricity [20]. For our simulations, we consider a popular, specialized mining hardware or chip (called ASIC), namely, “Antminer S9”. The hash-power of “Antminer S9” is 14.0 $TH/s$ and it costs approximately $3,000 [21]. The estimated maximum lifetime for this chip is 2 years [22]. So, if it hashes continuously, the maximum number of hashes performed by “Antminer S9” will be $883,008 \times 10^{15}$ hashes in lifetime. The estimated lifetime electricity use of this chip is 24,037 $kWh$ [22], so the electricity usage per hash is $2.7 \times 10^{-17} kWh$ and cost of it will be $1.36 \times 10^{-16}$ cents. From the price and lifetime hash number of the chip, we computed the depreciation per hash, which is $1.13 \times 10^{-19}$% and the depreciation cost per hash is $3.39 \times 10^{-16}$ cents. So, the cost of one unit of computational power (from the above equation) will be $4.75 \times 10^{-16}$ cents/hash. Figure 4(b) shows the results of our simulation for the cost of Sybil ID generation, given the above parameters. We keep the adversary hash power ($h^A$) similar to the previous simulation (50k, 100k, 160k, 240k, 320k and 400k hashes/sec). These results show that the Sybil attack is plausible given the derived costs of Sybil ID generation.

Our overarching goal is to determine bounds on the probabilities of successfully carrying out the BCP and GFT Sybil attacks in different network and protocol parameters. In the following section, we present theoretical analysis outlining the computation of these probability bounds.
3 ANALYTICAL RESULTS

The remaining operations (step 2 onward) of the shard-based blockchain protocol are initiated in each epoch only after receiving $N^*$ IDs from the ID pool generated during the initialization or identifier generation phase (step 1), as discussed earlier in Section 2. Now, given the $M$ Sybil IDs (generated by the adversary) in the ID pool comprising of a total of $M + N - 1$ IDs, our first task is to analyze the process of ID selection. Let $x$ denote a random variable representing the number of Sybil IDs (generated by the adversary) chosen from the $M + N - 1$ IDs generated during the initialization step (step 1). In other words, $x$ IDs belonging to the adversary while $N^* - x$ IDs belonging to the honest nodes are distributed among the various shards after the initialization period $T_1$ (step 1). The success probability of the various attacks described above is thus a function of the number of Sybil IDs that the adversary is able to generate and get distributed among the different shards in each epoch. From the discussion in Section 2.3, it should be clear that if the number of Sybil IDs generated by an adversary is smaller than or equal to $c - \tau$, then the adversary cannot successfully execute the BCP or GFT attacks. Let $n$ denote the actual number of Sybil IDs chosen to be distributed among the various shards, i.e., $n \in \{1, 2, \ldots, M\}$. Thus, we first need to calculate the probability $P\{x = n\}$ of selecting/choosing $n$ Sybil IDs or nodes from the entire pool of $M+N-1$ IDs in an epoch. This is given by the following Lemma.

**Lemma 1.** If $A$ can generate $M$ Sybil IDs during $T_1$, then the probability of selecting $n$ Sybil IDs from the ID pool is:

$$P\{x = n\} = \frac{\binom{M}{n} \binom{N^* - n}{N - n}}{\binom{M + N^*}{N - 1}}$$

The proof of this lemma follows trivially from the fact that $x$ follows a hypergeometric distribution [23]. The following subsections will be devoted to the computation of the adversary’s success probability in executing BCP and GFT Sybil attacks. Table 3 summarizes the definition of main probability bounds.

### 3.1 Probability of Successful BCP Attack

Recall that for successfully executing the BCP attack, $A$ must have more than $c - \tau$ (Sybil) IDs in at least one shard. Hence, if $M \leq c - \tau$, $A$ cannot launch BCP attacks, i.e., the probability of a successful BCP attack would be zero. Thus, to calculate the successful probability of a BCP attack, we first need to calculate the probability of having at least $c - \tau + 1$ Sybil IDs in one shard, when $x = n$ Sybil IDs (generated by the adversary $A$) have been chosen from the overall ID pool (at the end of the initialization step). The following lemma captures this probability.

**Lemma 2.** In a shard-based blockchain protocol, when $n$ Sybil IDs (generated by the adversary $A$) have been chosen from the ID pool after the initialization step, the probability of having at least $c - \tau + 1$ Sybil IDs in one shard

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P{x = n}$</td>
<td>The probability of selecting $n$ adversary’s ID</td>
</tr>
<tr>
<td>$P_{c-\tau+1}$</td>
<td>The probability of having at least $c - \tau + 1$ adversary’s IDs in one shard, if $n \in (c - \tau, c]$</td>
</tr>
<tr>
<td>$P'_{c-\tau+1}$</td>
<td>The probability of having at least $c - \tau + 1$ adversary’s IDs in one shard, if $n \in (c, 2^{s}(c - \tau)]$</td>
</tr>
<tr>
<td>$P''_{c-\tau+1}$</td>
<td>The probability of having at least $c - \tau + 1$ adversary’s IDs in one shard, if $n \in (c, 2^{s}(c - \tau)]$</td>
</tr>
<tr>
<td>$P_s$</td>
<td>The probability of having at least $\tau$ adversary’s IDs in one shard, if $n \in {\tau, c}$</td>
</tr>
<tr>
<td>$P'_s$</td>
<td>The probability of having at least $\tau$ adversary’s IDs in one shard, if $n \in (c, 2^{s}(\tau - 1)]$</td>
</tr>
<tr>
<td>$P''_s$</td>
<td>The probability of having at least $\tau$ adversary’s IDs in one shard, if $n &gt; 2^{s}(\tau - 1)$</td>
</tr>
<tr>
<td>$P_B$</td>
<td>The probability of successful BCP attack</td>
</tr>
<tr>
<td>$P_G$</td>
<td>The probability of successful GFT attack</td>
</tr>
</tbody>
</table>
is:

\[ P_{c \rightarrow r+1} = \frac{2^n \sum_{m=c-r+1}^{N^*} \binom{m}{c} \binom{N^*-n}{c-m}}{\binom{N^*}{c}} \]  

(7)

where \( c - r + 1 \leq n \).

Given the number of shards (i.e., \( 2^x \)), the capacity of each shard (i.e., \( c \)), and the total number of selected IDs (i.e., \( N^* \)), the sample space and the space of the desirable event (i.e., having at least \( c - r + 1 \) Sybil IDs in one shard) will be:

\[ n(S) = \binom{N^*}{c} \binom{N^*-c}{c} \cdots \binom{N^*}{c} = \frac{N^!}{c!c! \cdots c!} = \frac{N^!}{c^c} \cdot \]  

(8)

\[ n(E) = 2^x \binom{n}{c - \tau + 1} \binom{N^*-n}{\tau - 1} \binom{N^*-c}{c} \cdots \binom{N^*-c}{c} + 2^x \binom{n}{c - \tau + 2} \binom{N^*-n}{\tau - 2} \binom{T - c}{c} \cdots \binom{c}{c} \]

\[ + \cdots + 2^x \binom{n}{c - n} \binom{N^*-n}{c} \cdots \binom{c}{c}. \]

(9)

The probability \( P_{c \rightarrow r+1} \) can then be computed by:

\[ P_{c \rightarrow r+1} = \frac{n(E)}{n(S)} = \frac{2^n \sum_{m=c-r+1}^{N^*} \binom{m}{c} \binom{N^*-n}{c-m}}{\binom{N^*}{c}}. \]

Please note that the above closed-form solution is correct if \( n \leq c \). But for the values of \( n \) bigger than \( c \) we cannot employ the same calculation and deriving a closed-form solution was not possible. In the following analysis we employ numerical analysis to obtain these values, and we leave this derivation for our future work. The following theorem calculates the successful probability of BCP attack, when the number of Sybil IDs is smaller than or equal to \( c \).

**Theorem 1.** In a shard-based blockchain protocol, when the number of Sybil IDs (generated by the adversary \( \mathcal{A} \)) is smaller than or equal to \( c \) and greater than \( c - \tau \), the probability of a successful BCP attack in at least one shard is:

\[ P_B = \frac{2^x \sum_{m=c-r+1}^{M} \binom{M}{n} \binom{N^*-n}{c-m}}{\binom{M+N^*-1}{c} \binom{N^*}{c}} \]  

(10)

The probability of a successful BCP attack in at least one shard is:

\[ P_B = P(x = c - \tau + 1)P_{c \rightarrow r+1} + P(x = c - \tau + 2)P_{c \rightarrow r+1} + \cdots + P(x = M)P_{c \rightarrow r+1} \]

\[ = \left( \sum_{n=c-r+1}^{M} P(x = n) \right) P_{c \rightarrow r+1}. \]

(11)

Given Lemma 1 and Lemma 2, we can rewrite \( P_B \) by:

\[ P_B = \left( \sum_{n=c-r+1}^{M} \binom{M}{n} \binom{N^*-n}{c-m} \right) \frac{2^n \sum_{m=c-r+1}^{N^*} \binom{n}{c-m}}{\binom{N^*}{c}} \]

This can be rewritten as Theorem 1 (Equation 10).
Having computed this probability, we now attempt to determine the impact of different shard-based blockchain system design parameters on the robustness against such Sybil attacks. In Theorems 2 and 3, we present similar success probability estimations for higher values of $M$.

**Theorem 2.** In a shard-based blockchain protocol, when the number of Sybil IDs (generated by the adversary) is smaller than or equal to $2^s(c - \tau)$ and greater than $c$, the probability of a successful BCP attack in at least one shard is:

$$
P_B = \frac{2^s \sum_{n=c+1}^{c} \sum_{m=c+1}^{n} \binom{M}{n} \binom{N-1}{n-m} \binom{N'-n}{e-m}}{\binom{M+N}{N'} \binom{N'}{c}} \left( \sum_{n=c+1}^{M} \binom{M}{n} \binom{N-1-n}{N'-n} \right) P'_{c-\tau+1}
$$

**(12)**

Similar to the proof of Theorem 1, this probability can be calculated by:

$$
P_B = \left[ \sum_{n=c+1}^{c} P(x=n) P_{c-\tau+1} + \sum_{n=c+1}^{M} P(x=n) P'_{c-\tau+1} \right]
$$

Here, by replacing $P_{c-\tau+1}$ (using Lemma 2), we find Theorem 2 (Equation 12); the probability of successful BFT attack.

**Theorem 3.** In a shard-based blockchain protocol, when the number of Sybil IDs (generated by the adversary $\mathcal{A}$) is greater than $2^s(c - \tau)$, the probability of a successful BCP attack in at least one shard is:

$$
P_B = \frac{\binom{2^s(c - \tau)}{N}}{\binom{M+N}{N'} \binom{N'}{c}} + \frac{\min(M,N')}{\binom{M+N-1}{N'-N}} \sum_{n=c+1}^{2^s(c - \tau)} \binom{M}{n} \binom{N-1-n}{N'-n} P'_{c-\tau+1}
$$

**(13)**

Similar to earlier proofs, we can compute this probability by:

$$
P_B = \left[ \sum_{n=c+1}^{c} P(x=n) P_{c-\tau+1} + \sum_{n=c+1}^{\min(M,N')} P(x=n) P'_{c-\tau+1} \right] + \sum_{n=2^s(c - \tau)+1}^{\min(M,N')} P(x=n) P''_{c-\tau+1}
$$

**(14)**

Since $n > 2^s(c - \tau)$, $c - \tau$ Sybil IDs (generated by the adversary) will definitely reside in each shard. In other words, given the total number of Sybil IDs generated by the adversary, at least $c - \tau + 1$ of these IDs will be placed in at least one shard. When this happens, $\mathcal{A}$ can compromise the consensus protocol of this shard with probability 1. So $P''_{c-\tau+1} = 1$. Moreover based on Lemma 1 and Lemma 2, Equation 14 can be rewritten as Theorem 3 (Equation 13).

In the following, we will similarly analyze the success probability of an adversary in executing the GFT attack.
3.2 Probability of a Successful GFT Attack

In GFT attack, $A$ would like to change the output of at least one shard, and insert his favorite transactions in the blockchain. The calculation of successful probability of this attack is similar to the previous section (i.e., BCP attack), but the number of required Sybil IDs is different. In this attack, $A$ must have more than $\tau$ Sybil IDs in at least one shard. Hence, if $M < \tau$, the adversary cannot successfully execute the GFT attacks (i.e., probability of success is zero). In order to estimate the success probability of an adversary in carrying out GFT attacks, we first need to calculate the probability of having at least $\tau$ Sybil IDs in one shard, when a total of $x = n$ Sybil IDs (generated by the adversary) have been chosen from the pool of all generated IDs (during the initialization step). The following lemma calculates this probability.

**Lemma 3.** In a shard-based blockchain protocol, when $n$ Sybil IDs (generated by the adversary $A$) have been chosen or selected from the ID pool after the initialization step, the probability of having at least $\tau$ Sybil IDs in one shard is:

$$P_\tau = \frac{2^s \sum_{m=\tau}^{n} \binom{n}{m} \binom{N' - n}{c - m} \binom{c}{c}}{\binom{N'}{c}}$$

where $\tau \leq n$.

According to the Lemma 2, the sample space is equal to Equation 8. Similarly, by considering all possible combinations of Sybil ID distributions within the shards, we can compute the space of the desirable event (i.e., having at least $\tau$ Sybil IDs in one shard) by:

$$n(E) = 2^s \binom{n}{\tau} \binom{N' - n}{c - \tau} \binom{c}{c}$$

$$+ 2^s \binom{n}{\tau + 1} \binom{N' - n}{c - \tau - 1} \binom{c}{c}$$

$$+ \ldots + 2^s \binom{n}{\tau} \binom{N' - n}{c - n} \binom{c}{c}$$

The probability $P_\tau$ can then be computed by taking the ratio of the event space to the sample space as:

$$P_\tau = \frac{n(E)}{n(S)} = \frac{2^s \sum_{m=\tau}^{n} \binom{n}{m} \binom{N' - n}{c - m} \binom{c}{c}}{\binom{N'}{c}}.$$

(15)

Similar to BCP attack, the above closed-form solution is correct if $n \leq c$. Finding a closed-form solution for the case where $n > c$ is a part of our future challenges. The following theorem calculates the successful probability of GFT attack, when the number of Sybil IDs is smaller than or equal to $c$.

**Theorem 4.** In a shard-based blockchain protocol, when the number of Sybil IDs (generated by the adversary $A$) is smaller than or equal to $c$ and greater than $\tau - 1$, the probability of a successful GFT attack in at least one shard is:

$$P_G = \frac{2^s \sum_{n=\tau}^{N'} \binom{n}{\tau} \binom{N' - n}{c - \tau} \binom{c}{c} \binom{M + N' - 1}{N'}}{\binom{N'}{c}}$$

(16)

This probability can be computed similar to the proof of Theorem 1 as:

$$P_G = \left( \sum_{n=\tau}^{M} P(x = n) \right) P_\tau.$$

(17)
Based on Lemma 1 and Lemma 3, Equation 17 can be rewritten as:

\[ P_G = \left( \sum_{n=r}^{M} \binom{M}{n} \binom{N-r-n}{N-n} \right) \frac{2^s \sum_{m=r}^{n} \binom{n}{m} \binom{N-r-m}{c-m}}{\binom{N}{c}} \]

This can be rewritten as Theorem 4 (Equation 16).

Having computed this probability, we now attempt to determine the impact of different shard-based blockchain system design parameters on the robustness against such Sybil-based GFT attacks. In the following two theorems, we present similar success probability estimations for higher values of \( M \).

**Theorem 5.** In a shard-based blockchain protocol, when the number of Sybil IDs (generated by the adversary \( \mathcal{A} \)) is smaller than or equal to \( 2^s (\tau - 1) \) and greater than \( c \), the probability of a successful GFT attack in at least one...
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The probability of successful BCP attack for a shard is:

\[
P_G = 2^\tau \sum_{n=\tau}^{c} \sum_{m=\tau}^{n} \binom{M}{n} \binom{N-n}{m} \binom{N'-n}{c-m} \binom{M+N-1}{N'} \binom{N}{c} \\
+ \sum_{n=\tau+1}^{M} \binom{M}{n} \binom{N-1}{N'-n} \binom{M+N-1}{N'} P'_\tau
\]  

(18)

Similar to the proof of Theorem 4, this probability can be calculated by:

\[
P_G = \sum_{n=\tau}^{c} P(x=n)P_\tau + \sum_{n=\tau+1}^{M} P(x=n)P'_\tau.
\]

It is then easy to show that \( P_G \) is derived by Equation 18.
We start by considering a small network of 18 participating nodes (i.e., \( N = 18 \)). We investigate the effect of various system parameters on the success probability of these attacks, including the number of Sybil IDs generated by the adversary, at least \( \tau = 2 \) Sybil IDs per shard.

We validate the correctness of our analytical results discussed earlier by conducting extensive numerical simulations. We similarly verify the validity of our analytical results with the simulated behavior of the Elastico network. We implement a Python-based simulator for Elastico’s consensus technique and simulate these BCP and GFT attacks during simulations are computed against different hash power ratio of adversary.

In the following section, we will verify our closed-form solutions with the help of numerical simulations. We model and validate our analytical model.

4 MODEL VALIDATION WITH NUMERICAL RESULTS AND DISCUSSION

We validate the correctness of our analytical results discussed earlier by conducting extensive numerical simulations. We implement a Python-based simulator for Elastico’s consensus technique and simulate the BCP and GFT Sybil attacks by considering an adversary with different hash-powers. Success probabilities of these BCP and GFT attacks during simulations are computed against different hash power ratio of adversary and compared with our previously determined analytical results. The adversary’s hash power ratio is defined as follows:

\[
\text{Hash power ratio} = \frac{\text{# of IDs generated by the adversary}}{\text{# of total IDs}}
\]

We investigate the effect of various system parameters on the success probability of these attacks, including the number of shards (i.e., \( 2^x \)), the capacity of each shard (i.e., \( c \)), the total number of participating nodes in the network (i.e., \( N \)) and the threshold for consensus (i.e., \( \tau \)). Finally, we leverage a BlockChain simulator to further validate our analytical model.

4.1 Validation of Analytical Results

We start by considering a small network of 18 participating nodes (i.e., \( N = 18 \)) and 4 shards (i.e., \( s = 2 \)), each with a capacity of 4 nodes (i.e., \( c = 4 \)) undergoing a BCP attack by assuming different adversarial hash-rates. Figure 5(a), which represents the probability of a successful BCP attack under this simulated scenario, shows that results from our simulations align very closely to those obtained from our analytical results (i.e., Theorems 1, 2 and 3). Here, the hash-rate (shown on the x-axis) is computed as the ratio of the adversary’s hash-power (\( \mathcal{A} \)) to the average hash-power of the entire network. Figure 5(b) shows similar results for a larger network with parameters \( N = 28 \), \( c = 6 \), and \( s = 2 \). Even in this case, it can be observed that our analytical results are in line with the simulated behavior of the Elastico network. We similarly verify the validity of our analytical results.

Theorem 6. In a shard-based blockchain protocol, when the number of Sybil IDs (generated by the adversary \( \mathcal{A} \)) is greater than \( 2^x (\tau - 1) \), the probability of a successful GFT attack in at least one shard is:

\[
P_G = \frac{2^x \sum_{n=\tau}^{c} \sum_{m=\tau}^{n} \binom{M}{n} \binom{N - n}{c - m} \binom{M + N - n}{N^*} \binom{N^*}{c}}{(M + N^*)^c}
\]

\[
+ \frac{2^x (\tau - 1) \sum_{n=\tau+1}^{M} \binom{M}{n} \binom{N - n}{c - m} \binom{M + N - n}{N^*} \binom{N^*}{c}}{(M + N^*)^c} P_T + \frac{\sum_{n=2^x (\tau - 1) + 1}^{M} \binom{M}{n} \binom{N - n}{c - m} \binom{M + N - n}{N^*} \binom{N^*}{c}}{(M + N^*)^c} P_T'
\]

Similarly, the probability of a successful GFT attack can be computed as:

\[
P_G = (\sum_{n=\tau}^{c} P(x = n) P_T + (\sum_{n=\tau+1}^{M} P(x = n) P_T') + \sum_{n=2^x (\tau - 1) + 1}^{M} P(x = n) P_T')
\]

Since \( n > 2^x (\tau - 1) \), \( \tau - 1 \) Sybil IDs (generated by the adversary) will definitely reside in each shard. In other words, given the total number of Sybil IDs generated by the adversary, at least \( \tau \) of these IDs will be placed in at least one shard. When this happens, \( \mathcal{A} \) can compromise the PBFT consensus protocol to change the output produced by this shard with probability 1. So \( P_T' = 1 \) and we can rewrite Equation 20 as shown by Equation 19.
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Fig. 7. The effect of (a) number of shards, (b) shard capacity, (c) number of nodes, and (d) $\tau$ on successful GFT attack.

(Theorems 4, 5 and 6) for the GFT attacks. Figure 5(c) shows the success probability of the GFT attacks in the Elastico network, with parameters $N = 18$, $c = 4$, and $s = 2$. For a larger network with parameters $N = 28$, $c = 6$, and $s = 2$ in Figure 5(c), the analytical results are also very closely in line with the simulated behavior for GFT attack. These results confirm that our analytical computation of these probabilities was correct. Next, for each attack scenario, we will employ simulations to demonstrate the impact of different system parameters on the success probability of these attacks.

4.2 Numerical Analysis Results

Figure 6 shows the success probability of BCP attacks for different hash-powers of the adversary. Figure 6(a) shows that the BCP attack probability increases when we increase the number of shards. In this experiment, the capacity ($c$) of each shard is set to 100 and the value of $\tau/c$ is set to $\frac{2}{3}$. Our results show that an adversary who has 25% of the network hash-power can compromise (and manipulate) the consensus algorithm employed by the shard-based protocol (e.g., PBFT). Figure 6(b) shows that the probability of successful BCP attacks decreases when the capacity ($c$) of each shard increases. We also evaluated the effect of the number of active/participating nodes on the probability of successful BCP attacks. We execute the simulations by setting the shard capacity ($c$) to 100, number of shards ($s$) to 4 and the threshold value $\tau/c$ to $\frac{2}{3}$. Results from these simulations show that the
adversary (\(\mathcal{A}\)) needs to have 33% of the hash-power of the whole network to launch a successful BCP attack. But, it is indeed more difficult to accumulate 33% of the network’s hash-power, if we increase the number of total nodes.

Figure 7 shows the success probability of GFT attacks for different values of the adversary’s hash-power. As shown in Figure 7(a), if the adversary’s hash-power is less than 50% of the network hash-power, it cannot execute a successful GFT attack. We also observe that the GFT attack probability increases when the number of shards increases. Moreover, Figure 7(b) shows that as the shard capacity (\(c\)) increases, the GFT attack success probability decreases. It should be noted that this trend is observable only when the adversary’s hash-power is less than 65% of the total network hash-power. If the adversary has more than 65% of the total network hash-power, increasing the capacity (\(c\)) has no significant impact on \(P_G\). Figure 7(c) shows the effect of the total number of participating nodes in the network on the success probability of the GFT attack. Our simulation results show that if the adversary holds 65% of the network’s hash-power, it can successfully perform the GFT attack when the total number of participating nodes is 2000 or less. However, as the total number of participating nodes increases (e.g., 3000), the success of the GFT attack is not guaranteed.

Finally, we investigate the effect of the consensus threshold (\(\tau/c\)) on the success probability of BCP and GFT attacks. The results are shown in Figure 6(d) and 7(d). We vary the value of \(\tau/c\) from 0.52 and 0.75. Our results show that if the value of \(\tau/c\) changes from \(\tau_1/c\) to \(\tau_2/c\), the adversary needs about \(1 - (\tau_2/c - \tau_1/c)\) hash-power of the previous hash-power, in order to achieve the same attack success probability for \(\tau_1/c\). As shown in Figure 6(d), if the BCP attack success probability of an adversary with hash-power \(HP = P_B\) with \(\tau/c = \frac{1}{3}\), then the adversary would need to accumulate a hash-power of \(0.91 \times HP\) in order to achieve the same success probability \(P_B\) with \(\tau/c = 0.75\). Figure 7(d) shows the impact of \(\tau/c\) on the success of GFT attacks. Here we see a similar trend as in the case of BCP attacks, where with higher values of \(\tau/c\) the adversary needs more hash-power to conduct a successful GFT attack. A notable observation from Figure 6(a) and Figure 7(a) is that increasing the number of shards in a system enhances performance by increasing throughput but also renders it more susceptible to both BCP and GFT attacks. This reveals a trade-off between performance and security, where the benefits of improved performance must be weighed against the heightened vulnerability to Sybil attacks as a consequence of having more shards.

Table 4 summarizes the results of a series of Sybil attack simulations with different parameters. These results show that we can avoid successful GFT and BCP attack with an optimal selection of number of shards and their capacity even if the adversary’s hash-power is about 25% of the average hash-power of the network. But if the adversary’s hash-power is more than 33%, it can successfully deploy BCP attack. However, with a maximum of 16 shards each with a capacity of 600 nodes, we can decrease the probability of successful GFT to less than 0.001. We believe that these results and parameter choices can help designers prevent such DoS attacks in their distributed shard-based blockchain protocols.

### 4.3 Experimental Results with Blockchain Simulator

For experimental purposes, we utilize an extensible simulation tool for blockchain systems, named BlockSim by Maher et al. [24]. We perform the experiments by abstracting the shard-based blockchain protocols into two classes, similar to Hafid et al. [25]: (1) class A, where the total resiliency is 1/4 and committee/shard resiliency is 1/3 (includes Elastico, Omniledger, and Monoxide etc.) and (2) class B, where the total resiliency is 1/3 and committee/shard resiliency is 1/2 (includes RapidChain). Figure 8 presents the comparison of the simulation results against the numerical results with respect to probability of successful BCP and GFT attacks for both
the classes. Here, we consider network parameters similar to prior analysis of this section \((N = 18, c = 4 \text{ and } 4 \text{ shards})\) and adversary’s hash power ratio is set to 5\%, 10\%, 15\%, 20\%, 30\%, and 40\%. From Figure 8(a), it can be observed that the numerical results are aligned closely to the simulation results for class A. The BCP attack’s success probability approximation is more accurate than the GFT attack’s success probability approximation. In Figure 8(b), we observe lower probability of attack for both the attacks, primarily due to higher network and shard resiliency. In this case however, the GFT attack’s success probability approximation by the numerical analysis is more accurate than the BCP attack’s success probability approximation.

4.4 Discussion and Future Work

In this section, we discuss the probable design initiatives toward defending against the Sybil attack and the research objectives of our forthcoming work.

4.4.1 Potential Mitigation Techniques. By conducting a comprehensive analysis, this work takes the crucial first step toward the development of resilient shard-based consensus protocols. Although our analysis in this work does not provide a complete mitigation technique for Sybil attacks, it identifies the initial design objectives for future endeavors that involve the implementation of sophisticated countermeasures. The insights and findings will enable designers to make informed decisions regarding the optimal number of shards and nodes for each shard during the design process. These techniques could include the utilization of randomized allocation of nodes within shards, resource-based allocation methods where nodes are assigned based on their available resources, or reputation-based allocation methods that consider the trustworthiness or reputation of nodes when assigning them to shards. This contributes to the overall goal of creating robust and secure shard-based consensus protocols that can withstand various adversarial scenarios, including Sybil attacks.

4.4.2 Future Work Objectives. Due to the varying susceptibility of shard-based protocols to Sybil attacks based on their specific implementations, we have deferred a comprehensive analysis to our forthcoming research attempts. However, we anticipate that the conclusions drawn from our current work can be readily extended to other shard-based protocols, particularly considering the introduction of new techniques in those systems. Our upcoming research will focus on exploring the operational procedures and assessing the vulnerability to Sybil attacks in prominent shard-based blockchain protocols such as RapidChain, Omniledger, and Monoxide.
By examining these protocols, we aim to contribute further insights and advancements in understanding and mitigating Sybil attacks within the context of sharded systems.

5 RELATED WORK

To put our current research effort in perspective, we now briefly outline some other efforts in the literature towards improving the scalability and security of permissionless blockchains. Bitcoin-NG [7] was the first attempt to improve the transaction throughput of Bitcoin’s consensus protocol [1] by employing the concept of microblocks. Due to the significant drawbacks of leader-based consensus protocols, such as Bitcoin and Bitcoin-NG, the research community’s focus shifted to employing committee-based consensus algorithms [26] for permissionless blockchain systems. For instance, Decker et al. [27] proposed one of the first committee-based consensus protocols, named PeerCensus, followed by several other proposals [28–30] in a similar direction. The poor scalability of single committee consensus solutions motivated the design of multiple committee-based blockchain consensus protocols, where the main idea is to split the pending transaction set among multiple shards and then process these shards in parallel. RSCoin [31] was proposed as a shard-based blockchain for centrally-banked cryptocurrencies, while Elastico [8] was the first fully distributed shard-based consensus protocol for public blockchains. Later proposed shard-based protocols, such as Omniledger [9] and Rapidchain [16] attempted to improve upon the scalability and security guarantees of Elastico, while PolyShard [32] employed techniques from the coded computing paradigm [33] to simultaneously improve transaction throughput, storage efficiency, and security. Recently, several novel approaches for shard-based consensus protocols for blockchains have also been proposed [10, 34], and a good review of various shard-based blockchain protocols can be found in [35].

The configuration process in shard-based protocols is a significant challenge. In this part, we will discuss this process in protocols like Elastico [8], Omniledger [9], Rapidchain [16], Monoxide [17], Repchain [36], Ethereum II [37], SG-PBFT [38], and shardalable multilayer PBFT [39]. Consensus methods, especially from the Byzantine consensus family [8, 9, 16, 36, 37], impact node relationships and peer-to-peer communication. Dynamic configuration is preferred, even with other consensus methods like PoW [17]. In most of these protocols, node assignments are handled dynamically in repeated intervals called epochs to reduce attacks [8, 9, 16, 36, 37].

In the protocols [8, 9, 16, 36, 37], consensus process is postponed until configuration completion, while Monoxide uses zones with independent PoW. Reliable and unbiased random number generation is crucial for reducing the likelihood of possible vulnerabilities and attacks; however, it can be time-consuming [9, 16]. Repchain [36] assumes the availability of reliable random numbers for all nodes. In Ethereum II [37], a smart contract called RANDAO, performed by a special fraction of nodes, generates random numbers. Hash functions, used in [17], are popular for fast random number generation; however, their reliability and vulnerability are scrutinized in professional assessments. It is worth noting that, despite the extensive research conducted on shard-based blockchains, none of the works reviewed in the analysis adequately addressed the knowledge gap concerning the vulnerability of shard-based blockchains to Sybil attacks. Given the complexity and distributed nature of shard-based blockchains, it is crucial to explore the specific vulnerabilities and investigate potential countermeasures to safeguard against Sybil attacks.

In the direction of security-related analysis and securing shard-based blockchain protocols, Jusik Yun et al. [40] observed that the number of validators per shard is generally smaller than the number of validators in traditional single leader-based protocols, which makes shard-based protocols more vulnerable to 51% attacks. To solve this problem, they then presented a trust-based shard distribution scheme that distributes the assignment of potential malicious nodes in the network into shards. Platt et al. [41] analyzed Sybil attack resistance in different blockchain systems and categorized them based on their resistance characteristics, leader selection methodologies, and incentive schemes. They found that mechanisms with strong resistance often use PoW or PoS, while those with limited resistance rely on reputation systems or physical world linking. Few paradigms effectively resist Sybil...
attacks in permissionless settings, but there are innovative mechanisms for scenarios with smaller attack surfaces. Hafid et al. [25] was the first to mathematically analyze the security of three shard-based blockchain protocols (i.e., [8], [9], and [16]). They computed the upper bound for the probability of increasing the number of malicious nodes for one committee (and so for each epoch) using tail inequalities for the sum of bounded hypergeometric and binomial distributions. However, they did not validate their analytical results using simulation/implementation.

The viability of Sybil attacks on blockchain consensus protocols is discussed in [42, 43]. In [44], Kedziora et al. studied how susceptible blockchain networks to Sybil attacks, focusing eclipse attacks [45] (by isolating honest nodes) as the means. They conduct a series of simulations using an implemented environment to analyze to the extent Sybil attacks in uniformly and randomly distributed computing power between the nodes. While this work discuss potentiality of Sybil attacks through eclipse attacks, we focus on Sybil attacks where an adversary relies on creating enough valid IDs (Sybil IDs) to compromise a shard leading to two kinds of attacks on consensus.

6 CONCLUSION

In this paper, we presented an analytical model to calculate the probability of a successful Sybil attack to shard-based permissionless PoW blockchains. We have modeled Elastico as the reference shard-based blockchain protocol and defined two types of Sybil attacks: one kind breaks the consensus protocol and the other generates fake transactions. We have shown that we can calculate the probability of successful attacks given different system parameters, such as the number of shards, their capacity, and the number of nodes in the blockchain network. The results have been verified with numerical simulations. We further validate our analytical results using BlockSim simulator. We have shown that by carefully designing our blockchain network, we can avoid Sybil attacks. Our results showed that shard-based blockchain protocols are not robust against a Sybil attack against an adversary (a single attacker or a colluding group) that has 25% hash-power of the network. In this case, the adversary can break the consensus protocol in at least a shard with a 20% probability.
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